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Introduction: The spatial and temporal distribution of soil moisture is a key state variable in various 
hydrological and atmospheric applications. 
Backscattering coefficient (σ0) depends 
➢ effective dielectric property of surface 
(combined of vegetation and soil) 
➢ probing wavelength
➢ kind of vegetation and its orientation
➢ subsurface volume 
➢ surface structure (surface roughness)
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Methodology: Water cloud model
Radiation transport model and the vegetation canopy is assumed to be  uniform horizontal clouds:
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AI/ML based model for soil moisture retrieval 

Feed-forward Artificial Neural Network (ANN) model to estimate surface soil moisture:
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Methodology

Estimated SSM by the water cloud model: 
➢ underestimated in the high soil moisture range
➢ overestimated in the low soil moisture range

Compared the performance of ANN model with different 
machine learning algorithms: 
➢ Generalised Regression Neural Network (GRNN)
➢ Radial Basis Network (RBN)
➢ Exact RBN (ERBN)
➢ Gaussian Process Regression (GPR)
➢ Support Vector Regression (SVR)
➢ Random Forest (RF)
➢ Binary Decision Tree (BDT)
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